
Math 21 – Pointers for Section 4.2 
In this section we learn to find the equation that describes the relation between two numerical 

variables. We can use the equation to predict a person’s height based on their shoe size.  

Least Squares Regression Line 

This is also called the line of best fit. It gives us an equation that predicts values of the 

dependent/response variable (y) in terms of the independent/explanatory variable (x). 

Before finding the equation, you are supposed to use the techniques from Section 4.1 to determine that 

there is indeed a linear relation or association between the two variables. 

We will start with the procedure for calculating the equation of the line, as well as how to graph the line, 

with StatCrunch. 

 

StatCrunch 

• Enter all of the ordered pairs in two columns, 1 ordered pair per line.  

Put the x-variable in the first column and the y-variable in the second column. 

• Press the Stat button, and select Regression > Simple Linear. 

• Select the correct columns for the x-column and y-column. 

• Click on Compute! 

I worked out an example for a scenario comparing hours worked (x) by a student during the week before 

a final exam and that student’s score (y) on that final exam. 

I have included the results screen that StatCrunch generates on the next page. 
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The first thing to look at is the correlation coefficient. In this example, 0.811r = − .  

To determine whether a linear relation exists, look at the circled P-value on the output screen. (It is on 

the line labeled “Slope”.) If this P-value is less than 0.05 then we can conclude that there is a linear 

relation between the two variables. 

The relation is a positive linear relation if the value of r is positive. 

The relation is a negative linear relation if the value of r is negative. 

Once you know there is a relation, look at the regression equation. 

In this example, the equation is 92.9 0.8Score Hours= − . 

To predict the score of a student who worked for 10 hours, plug in 10 for x (Hours). 

  



To see the fitted line plot, click the arrow in the lower left corner of the screen. 

 

 

We can interpret the slope and y-intercept of the equation.  

The slope is the second value listed in the equation, the one that is being multiplied by the independent 

variable (x).  

In the example, the slope is -0.8: 92.9 0.8Score Hours= −  

A slope of -0.8 means that for every extra hour worked, the student’s score will drop by 0.8 points. 

The y-intercept is the value listed first in the equation. 

In this example, the y-intercept is 92.9: 92.9 0.8Score Hours= −  

The y-intercept of 92.9 means that if a student worked 0 hours, their predicted score is 92.9. 

Residual 

The residual for a value of x is the difference between the actual value of y from the data and the 

predicted value of y from the equation. 

Residual Observed Expected= −  

 

 


